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Abstract. The paper applies recently developed smart approach for feature ex-

traction to the task for classification of focalized spectra obtained from multi-

sensor measurements using acoustic camera. The aim of the study is develop-

ment of distance diagnostic system for prediction of wearing out of bearings us-

ing real time noise measurements. 
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1 Introduction 

Localization of sound sources is a task with numerous practical applications. Variety 

of special purpose devices were created for this aim. Among these acoustic cameras 

consisting of multiple microphones are the most sophisticated multi-sensor systems 

that allow precise location and differentiation of different noise sources. In present 

study the Brüel & Kjær system was used. 

The main aim of our work was to collect data base of noise measurements from 

undamaged and worn out bearings in real working conditions and to create a distance 

diagnostic system allowing prediction of bearings failure without machine disassem-

bling. Extraction of descriptive characteristics needed for classification from the ac-

cumulated multi-dimensional sensor data needs deep expert knowledge and usually 

results in huge number of obtained features. In present study we apply a recently de-

veloped smart approach using Echo state networks (ESN) for feature extraction and 

reduction that results in increased classification accuracy of the trained diagnostic 

system. 

2 ESN for feature extraction and reduction 

The feature extraction and reduction approach was developed in our recent works [1-

3]. Fig. 1 describes briefly in program-like code the basics of our algorithm. 



 

Fig. 1. Algorithm for multidimensional data clustering. 

Here ESN is a special kind of recurrent neural network [4] consisting of randomly 

generated dynamic reservoir. The core of our approach consists of fitting the reservoir 

connections to the data structure using IP training algorithm [5] and next exploriting 

of the reservoirs neurons equilibrium states as a pool of features. It was shown [1] that 

generation of variety of 2D projections (using all possible combinations of two fea-

tures) allows us to “see” the multidimensional data set from different viewpoints and 

thus to find a view that discovers in the clearly its structure. The features in chosen 

2D projection are further used to train a classifier of the original multi-dimensional 

data set. 

3 Acoustic camera and bearings measurement results 

Noise generated by healthy and worn out bearings was measured during their work on 

a laboratory test-bed using Brüel & Kjær acoustic camera. 

in(1:data dimension,1:data size); 

nin=data dimension; nout=1; nr=chosen number; 

nclass=chosen number; 

esn=generate_esn(nin, nout, nr); 

for it=1:number of IP iterations 

 for i=1:data size 

esn=esn_IP_training(esn, in(:,i)); 

 end 

end 

for i=1:data size 

 r(0)=0; 

 for k=1:chosen number of steps 

  r(k)=sim_esn(esn, in(:,i),r(k-1)); 

 end 

 re(i)=r(k); 

end 

p=0; 

for i=1: nr-1 

 for j=i+1: nr 

p=p+1; 

projection(p)=create_projection( re(i), re(j)); 

end 

end 

for i=1:p 

clussifier(p)=train_classifier(projection(p), nclass); 

end 

select projection(s) resulting in the best classifier; 
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Fig. 2. Focalized spectra of healthy (good) and damaged (bad) bearing. 
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Fig. 3. Original data set features denoted by squares and rhombs for the good and bad bearing 

respectively. 

Then the multi-sensor data was “fused” to produce a focalized spectra characterizing 

noise at the position of interest (the tested bearing). The comparison between healthy 

(“good”) and damaged (“bad”) SKF bearing was shown on Fig. 2. From it we con-

clude that two spectra differ mainly for the frequencies bellow 12 kHz. Since the 

characteristics extracted from this kind of spectra are peaks of sound pressure and 



corresponding to them frequencies, we decided to divide the range between 0 and 12 

kHz into 50 intervals and to find local maxima in all of them. Thus the original data 

set features consists of 50 pairs of local maxima and corresponding to them frequen-

cies, i.e. we have total 100 features shown as squares and rhombs on Fig. 3. 

4 Results and discussion 

The defined in such way 100 features obtained from measurements of variety of un-

damaged bearings and bearings with different kind of damages will from the multi-

dimensional data set in(1:100,1:number of test bearings) fed to the ESN for features 

extraction. We will then use the extracted features to train k-means, fuzzy C-means 

and other classifiers to separate the bearings into two classes (“healthy” and “worn 

out”) according to measured by the acoustic camera focalized spectra. 

5 Conclusions 

The proposed approach for feature extraction and classification will lead to develop-

ment of distance diagnostic system with acoustic camera that will allow diagnosing 

bearings without disassembling or approaching of the machines in real working con-

ditions. 
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